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materials (e.g., metal–organic frame-
works) and catalysts, and the production 
of pharmaceutical, agrochemical, and 
food compounds. In all situations, particle 
sizing plays a key role in the design and 
control of particle properties and particle 
size and shape manipulation.

Conventionally, a single character-
istic length is used to describe particles, 
assuming a spherical geometry, or taking 
advantage of the concept of equivalent 
diameter. This assumption may be accept-
able for irregular yet compact shapes, and 
is an established simplification functional 
to the description of various physical phe-
nomena.[1] However, it is clearly incorrect 
when analyzing elongated or plate-like 
particles, i.e., with low sphericity, which 
are common crystalline products.[2] This 
leads to particle size and shape estimates 
that poorly match physical reality.[3–5] To 
describe both size and shape, at least two 
characteristic lengths are needed, which 
can be obtained through a number of 2D 
or 3D characterization techniques.[6–9] 

Such (offline and online) techniques, including micro-com-
puted tomography (µCT),[10–17] holography,[18–20] structural 
light,[21] machine vision,[13,22–31] confocal microscopy,[32] and 
surface imaging[33] have varying degrees of accuracy and com-
plexity. Machine vision through image analysis (IA) has become 
an increasingly powerful tool, due to experimental simplicity, 
hardware improvements, and continual increases in available 
computational power.[8]

For the online measurement of elongated, needle-like particles 
on the microscale, effective IA algorithms have been proposed 
and successfully used to track particle length and width distribu-
tions. This has enabled a better fundamental understanding of 
processes in particle technology.[34–38] By contrast, an experimen-
tally validated methodology enabling the rapid and online meas-
urement of cuboidal or plate-like particles has yet to be developed. 
Full 3D characterization is possible through µCT, but this comes 
with several downsides, such as extended scanning times and, 
in the case of powders, difficulties in particle segmentation.[14] 
2D characterization by single projection imaging can be fast, but 
does not provide sufficient information to reliably extract charac-
teristic lengths and shapes, whilst the accuracy of multiple pro-
jection imaging is compromised by particle orientation.[6,8] Other 
techniques, such as holography or surface imaging, are yet to be 
applied to, or are unsuited for online measurement purposes. 

Characterization of particle size and shape is central to the study of par-
ticulate matter in its broadest sense. Whilst 1D characterization defines the 
state of the art, the development of 2D and 3D characterization methods has 
attracted increasing attention, due to a common need to measure particle 
shape alongside size. Herein, ensembles of micrometer-sized cuboidal par-
ticles are studied, for which reliable sizing techniques are currently missing. 
Such particles must be characterized using three orthogonal dimensions to 
completely describe their size and shape. To this end, the utility of an online 
and in-flow multiprojection imaging tool coupled with machine learning is 
experimentally assessed. Central to this activity, a methodology is outlined 
to produce micrometer-sized, non-spherical analytical standards. Such 
analytical standards are fabricated using photolithography, and consist of 
monodisperse micro-cuboidal particles of user-defined size and shape. The 
aforementioned activities are addressed through an experimental framework 
that fabricates analytical standards and subsequently uses them to validate 
the performance of our multiprojection imaging tool. Significantly, it is shown 
that the same set of data collected for particle sizing can also be used to esti-
mate particle orientation in flow, thus defining a rapid and robust protocol to 
investigate the behavior of dilute particle-laden flows.

ReseaRch aRticle

The ORCID identification number(s) for the author(s) of this article 
can be found under https://doi.org/10.1002/smtd.202201018.

1. Introduction

Accurate particle sizing is fundamental to many areas of scien-
tific and industrial research, including the synthesis of porous 
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Finally, and most importantly, the lack of cuboidal-shaped ana-
lytical standards means that a rigorous validation of any of these 
measurement techniques is currently not possible.

Accordingly, the goals of the current study are twofold:

(a) to show how monodisperse populations of arbitrarily shaped 
micrometer-sized cuboidal particles can be fabricated by 
photolithography and employed as novel analytical stand-
ards;

(b) to experimentally demonstrate how a multiprojection imag-
ing device[39] coupled with a machine learning (ML) algo-
rithm[40] is able to yield online and accurate estimates of the 
three characteristic lengths of such cuboidal particles in sus-
pension.

Additionally, and by virtue of the information provided by 
two cameras during analysis of the suspensions, we are able 
to systematically investigate the effect of particle shape on the 
dynamics and orientations of particles. Moreover, the avail-
ability of particles of controlled size and shape allows for the 
validation of multiphase CFD simulations, which are relevant 
to a number of fields.[41–44]

2. Experimental Section

To cover a broad range of sizes and aspect ratios, seven popula-
tions of cuboidal particles were fabricated, each consisting of 
10 000–15 000 particles. Three ratios of width to thickness were 
chosen, namely 3, 1.5, and 1, and for each of these cases, mul-
tiple length to width ratios were chosen (Table 1). The length, 
width, and thickness were referred to as the size descriptors 
for cuboidal particles ordered from the largest to the smallest, 
which were called L1, L2, and L3, respectively, where L1 > L2 > L3. 
The values of these ratios were selected to obtain different par-
ticle shapes, such as flat and elongated cuboids, to evaluate the 
effect on the accuracy of the measurement method.

2.1. Fabrication of the Cuboidal Analytical Standards

The particles were fabricated using standard photolithog-
raphy (Figure  1). For each batch of particles, a thin layer of 
SU-8 (GM1070, Gersteltec Engineering Solutions, Switzer-
land) was spin coated on a silicon wafer. The spin coating 

speed determines the thickness of the SU-8 layer on the 
wafer and was estimated from the SU-8 GM1070 datasheet. 
The SU-8 was allowed to rest for ≈3 h and, subsequently, soft 
baked for 2  min at 65  °C and 30  min at 95  °C. Afterwards, 
the SU-8 was exposed to UV through a high-resolution film 
photomask followed by baking at 95  °C for 15  min. Next, 
the features were developed by submerging the wafer in 
2-(1-methoxy)propyl acetate (PGMEA 99%; Acros Organics, 
Geel, Belgium) and shaking gently. Details regarding the spin 
coating speed, exposure dose, and development time for dif-
ferent particle thicknesses are reported in Table 2. The wafer 
was carefully rinsed with fresh PGMEA and 2-propanol (IPA; 
Sigma–Aldrich, Steinheim, Germany) and blow-dried with 
nitrogen. To take the particles off the wafer, 1 mL of distilled 
water and IPA was dispensed on the wafer and the parti-
cles were brushed off gently using a PVDF(polyvinylidene 
fluoride)-tip tweezers (Ted Pella Inc., Redding, CA, USA). 
Particles were washed using distilled water and collected in a 
50 mL centrifuge tube.

2.2. Preliminary Characterization of the Particles

A 3D Laser Scanning Microscope (Keyence VK-X100; Itasca, 
IL, USA) was used to measure the size of the particles when 
still on the wafer (column 2 of Table 3). The thinner platelets, 
corresponding to a higher L2/L3 aspect ratio, were only slightly 
longer and wider than the design size, while the thicker plate-
lets were up to ≈5 µm longer and wider.

Table 1. Populations of particles employed in the study.

AR L2/L3 AR L1/L2 Length L1 Width L2 Thickness L3

3 1 100 100 33

2 200 100 33

3 300 100 33

1.5 2 200 100 66

3 300 100 66

1 2 200 100 100

3 300 100 100

Values of L in µm; AR = aspect ratio.

Figure 1. Fabrication of particles: a layer of SU-8 photoresist was spin 
coated on a silicon wafer. The photoresist was soft baked and exposed to 
UV through a photomask, leading to photopolymerization of the exposed 
parts. Afterwards, the resists was baked and developed to remove the 
unpolymerized SU-8. The resulting structures were gently scraped off the 
wafer and suspended in distilled water. (Scale: 200 µm)

Table 2. Parameters of the photolithography process.

Particle thickness 
[µm]

SU-8 spin coating 
speed [rpm]

Exposure dose  
[mJ cm−2]

Development time 
[min]

33 2500 620 3

66 1300 850 4

100 900 1000 5
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2.3. Sample Preparation

After production, the cuboidal particles suspended in dis-
tilled water were allowed to settle, and most of the liquid was 
removed with a syringe. The solvent composition was then 
adjusted to the following proportions: 36  mL deionized water 
(Milli-Q Advantage A10 system, Millipore, Zug, Switzerland), 
12 mL IPA (ACS Reagent 99.8%≥ , Sigma–Aldrich, Steinheim, 
Germany), and 2  mL 0.5 wt.% Pluronic F-127 (BioReagent, 
Sigma–Aldrich, Steinheim, Germany) aqueous solution. Com-
pared to deionized water alone, IPA aids in submerging the 
particles by reducing surface tension. Pluronic F-127 was added 
to reduce particle aggregation.

2.4. Measurement with the Imaging Device

A simplified schematic of the measurement setup is shown 
in panel (a) of Figure 2. Each 50 mL suspension was pumped 
through the flow cell of the imaging device. Once the system 
had been degassed, measurement was started. The imaging 
device[39] consists of two 5 megapixel cameras equipped with 
telecentric lenses and arranged perpendicular to each other. 
The cameras are able to capture images of the flowing sus-
pension simultaneously with a shutter speed of 6  µs, thus 
yielding images virtually free of motion blur. The optical 
system has an object space resolution of 1   µm and a field of 
view of 2.5   mm  ×  2.0 mm. Each measurement consisted of 

9000 images per camera, collected at 75  Hz and processed in 
real time, taking a total of 10 min.

The raw images were processed to calculate the particle 
size and shape distributions using an IA algorithm described 
in detail elsewhere.[39] Briefly, for each particle, the contours 
were extracted and combined from the raw images captured 
by the two cameras, as shown in panel (b) of Figure  2. The 
approximate 3D shape of each particle is given by the visual 
hull obtained using shape-from-silhouette reconstruction. As 
described extensively elsewhere, the success of this approach 
is dependent on the viewing directions, here fixed, and on the 
particle orientation.[6,45] This issue is exemplified in panels (b) 
and (c) of Figure  2: one platelet is favorably aligned, that is, 
its faces are orthogonal to the imaging planes, while the other 
is unfavorably aligned. Upon 3D reconstruction, the first one 
matches the real particle shape, that is, a cuboid sized 202 × 
102 × 32 µm, while the second is rendered as a thick rhomboid.

Based solely on the reconstructed 3D particle shape, the 
sizing method of choice was the optimal fitting of an ori-
ented bounding box (OBB),[46] displayed in red in panel (c) of 
Figure 2. By applying this method, the favorably aligned platelet 
was sized 213 × 108 × 48 µm, while the unfavorably aligned one 
was sized 229 × 151 × 101  µm. As a replacement of the OBB 
method, the machine learning (ML) algorithm presented else-
where was used.[40] It consists of an artificial neural network 
with two layers and 50 nodes in each layer, trained on data gen-
erated using a simulation tool that replicates the functioning 
of the imaging device. As schematized in panel (d) of Figure 2, 
the artificial neural network took as input for each particle both 
2D and 3D features and output its predicted length, width, 
and thickness. 2D features were extracted from the contours, 
while 3D features were extracted from the 3D reconstructed 
particle.[39] By employing this algorithm, the favorably aligned 
platelet was sized 215 × 98 × 39  µm, while the unfavorably 
aligned one was sized 200 × 98 × 58 µm.

Finally, to generate the particle size distributions discussed 
next, a set of outliers (such as bubbles, dust particles, or broken 
particles) was detected from the particle list and removed. Fur-
ther details about outlier removal procedures are provided in 
the Supporting Information.

3. Results and Discussion

3.1. 3D Particle Size and Shape Distributions

For each population, both image processing algorithms (OBB 
and ML) resulted in a N  × 3 matrix, where N is the number 
of particles measured by the device, varying between 5000 and  
10 000, with 3 being the number of characteristic lengths. Each 
data set is binned with a fixed bin width of 4 µm to yield a 3D 
particle size and shape distribution (3D PSSD) f(L1, L2, L3). 
Since  →+ +: 3

0f  cannot be graphed directly, three isosur-
faces are plotted in 3D space, enclosing 25%, 50%, and 80% 
of constituent particles in the distribution. The 3D PSSDs of 
the populations with different aspect ratios L2/L3, that is, 3, 1.5, 
and 1, computed using the ML model, are shown on the left-
hand-side of panels (a), (b), and (c) of Figure 3, respectively. The 

Table 3. Measured average sizes and standard deviations.

Aspect ratio 
L2/L3

Real size  
[µm]

Measured size ML  
[µm]

Measured size OBB  
[µm]

3 L1 101 102 ± 9 117 ± 9

L2 101 93 ± 8 112 ± 8

L3 31 48 ± 16 73 ± 20

L1 202 205 ± 13 215 ± 12

L2 102 100 ± 10 121 ± 19

L3 32 45 ± 12 76 ± 22

L1 300 309 ± 12 316 ± 11

L2 102 105 ± 6 119 ± 19

L3 32 39 ± 11 70 ± 20

1.5 L1 205 213 ± 12 226 ± 13

L2 105 114 ± 10 141 ± 23

L3 66 69 ± 14 104 ± 18

L1 306 313 ± 12 326 ± 16

L2 106 120 ± 9 142 ± 31

L3 66 66 ± 14 103 ± 18

1 L1 205 214 ± 12 230 ± 11

L2 105 130 ± 14 161 ± 28

L3 105 98 ± 15 136 ± 14

L1 306 316 ± 12 330 ± 17

L2 110 135 ± 15 164 ± 37

L3 106 95 ± 14 139 ± 14
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3D PSSDs visually appear as “blobs” made of the three nested 
isosurfaces. The innermost shell, having a darker color shade, 
contains 25% of the total number of particles in the distribu-
tion closest to its maximum, while the outermost shell with a 
lighter shade contains 80% thereof. This mode of visualization 
allows us to comparatively evaluate the shape of the distribu-
tion and its compactness. Furthermore, dimensionality reduc-
tion is applied by plotting the three 2D marginal distributions 

f L L,1 2, f L L,1 3, and f L L,2 3, defined as f f LL L ki j
d,

0
∫=
∞

, interpreted as 

projections of the 3D PSSD onto the hyperplanes. The 2D 
marginal distributions are visualized as contour plots with 
three contour lines each, computed to enclose 25%, 50%, and 
80% of the total number of particles. Let us consider the 3D 
PSSD on the left-hand-side of panel (a) of Figure 3. The distri-
butions of the populations with approximate length 300, 200, 
and 100 µm, width 100 µm, and thickness 33 µm are shown. 
Qualitatively, the distributions are monomodal and centered 
around the real size. This is especially evident when consid-
ering the (L1, L2) and (L2, L3) planes. On the (L1, L2) plane, it 
can be clearly seen that the three marginal distributions are 

centered around L2 = 100 µm and that L1 varies between 100 
and 300  µm. While, on the (L2, L3) plane, the distributions 
overlap since L2 and L3 are the same for all three populations. 
These considerations relate to the measurement accuracy. 
Assuming perfect monodispersity of the analyzed particles, 
the 3D PSSD should be a point in the space. Due to a number 
of unavoidable effects, for instance the variable particle orien-
tation, which affects the reconstructed visual hull, and optical 
limitations of the imaging setup, the observed 3D PSSD 
shows a finite broadness,[40] which relates to the intrinsic limi-
tations in the measurement precision.

3.2. Numerical Results

For the ML model, the measured average sizes and standard devia-
tions of all populations are reported in the third column of Table 3. 
The measured average lengths and widths differ on average by 3% 
and 12% (7 and 12 µm absolute) from the real values, respectively, 
while the estimate of the thickness is subject to a larger relative 
error, depending on the absolute size, of 20% on average (8 µm 
absolute). The error is more pronounced for thinner platelets, 

Figure 2. a) Visualization of the measurement setup. Adapted with permission under the terms of the Creative Commons CC BY license from ref. [39]. 
Copyright 2017, the Authors. Published by Elsevier B.V. b) Example of two images collected simultaneously from camera A and B. The IA algorithm 
extracts the contours and, subsequently, matches the particles captured in the two images. Due to the fact that particles rotate as they flow, alignment 
may not be always favorable for measurement with the optical system. c) Rendering of the visual hull of the two particles shown in (b) obtained by 
shape-from-silhouette 3D reconstruction. While the two particles have the same size in reality (202 × 102 × 32 µm), the visual hulls are very different 
due to the particle orientation. Upon fitting an oriented bounding box (shown in red), the characteristic lengths are computed. The OBB estimates  
213 × 108 × 48 µm for the favorably aligned particle and 229 × 151 × 101 µm for the unfavorably aligned. d) Visualization of the inputs and outputs of 
the ML model, which yields 215 × 98 × 39 µm for the favorably aligned particle and 200 × 98 × 58 µm for the unfavorably aligned.
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which are harder to size due to the more adverse effects of par-
ticle orientation on measurement accuracy, as extensively shown 
in prior research.[40] The standard deviations were observed to 
be at most 16 µm for all characteristic lengths and among all the 

investigated populations, which is a positive indication that the 
precision of the measurement is reasonably scale-independent.

The device and its measurement pipeline tend to overesti-
mate all characteristic lengths. This behavior can be explained 

Figure 3. Left-hand-side: 3D particle size and shape distributions (3D PSSDs) obtained using the ML model. The results for aspect ratios L2/L3 3, 1.5, 
and 1 are shown in panels (a), (b), and (c), respectively. On top of each plot, the average measured values are shown next to the thumbnails of the 
particles. On the right-hand-side, violin plots corresponding to the three 1D marginal distributions obtained using the OBB model (gray half) and ML 
model (colored half) are demonstrated. The horizontal lines represent the real size of the particles; the dash-dotted lines, dashed lines, and dotted 
lines represent L1, L2, and L3, respectively.

Small Methods 2023, 7, 2201018
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by considering two factors. First, the area and the perimeter 
of the projected contours and, in turn, of the shape-from-
silhouette 3D reconstruction, yield an upper bound on the 
true 3D shape of the imaged object.[47] Second, the telecentric 
lenses used by the device have a shallow depth of field; hence, 
in every snapshot, not all the particles are in perfect focus; the 
resulting blur, in the current implementation of the IA algo-
rithm, which employs fixed-level binary thresholding, leads to 
larger contours. Measurements with monodisperse latex beads 
and optical patterns allowed us to estimate that the latter effect 
accounts for deviations up to 5  µm. In spite of this, interest-
ingly, in three instances, the characteristic length is visibly 
underestimated, namely L2 of the first population and L3 of 
the last and second last populations. This effect is due to the 
inability of the device to distinguish the faces of the particles. 
The three values obtained from the ML model or OBB method, 
in fact, cannot be uniquely assigned to each of the three geo-
metrical characteristic lengths. Thus, their sorting is accom-
plished based on the assumption that the largest observed value 
corresponds to L1, the middle one to L2, and the smallest one 
to L3. Consequently, if two characteristic lengths happen to 
be very similar, say L2 and L3 as in the two latter cases, upon 
measuring, above-average values will be mostly assigned to L2, 
while below-average values will be mostly assigned to L3. Thus, 
L3 will be underestimated while L2 will be overestimated. More 
advanced clustering techniques could help reduce this bias, but 
their investigation is beyond the scope of this article.

3.3. Comparison Between the OBB method and ML model

The comparison of results presented in the previous sec-
tions with the results obtained with the OBB method is made 
based on the numeric values (last column of Table  3), 3D 
PSSDs (Figure S3 in the Supporting Information), and its mar-
ginal distributions. The average sizes computed with the OBB 
method are worse for any characteristic length and population; 
the measured average lengths, widths, and thicknesses differ in 
relative terms on average by 9%, 30%, and 80% (19, 33, and 
38 µm absolute) from the real values, respectively. The standard 
deviations are up to 37  µm and likewise higher compared to 
the ML model, particularly for the particle width L2 at larger 
values of L3. This is attributed to the effect of particle orienta-
tion, which is further elucidated through simulations.[40]

Visually, the different outputs of the two methods can be 
appreciated by means of violin plots, shown on the right-hand-
side of panels (a), (b), and (c) of Figure 3. Violin plots are useful 
graphical tools to display the density distributions in a compact 
fashion, thus allowing a rapid comparison among distributions. 
Three violin plots are displayed in each subfigure; each violin 

shows the 1D marginal distribution f f L LL j ki
d d

0 0
∫∫=
∞ ∞

 from the 

OBB method, on its left side and in gray, and from the ML 
model, on its right side and using the same color code as in the 
3D PSSDs. The horizontal lines represent the real characteristic 
lengths. As already indicated in Table 3, the OBB distributions 
visibly suffer from a greater offset and variance, particularly for 
the particles’ thickness L3. Finally, inspection of the 3D PSSDs 
(Supporting Information) reveals that the distributions with the 

OBB method are considerably less compact, and local maxima 
are visible in the marginal distributions. This is especially unfa-
vorable when dealing with real polydisperse populations, since 
it can lead to incorrect conclusions upon clustering.

3.4. Estimating the Particle Orientation

The two projected images of each particle can also be used 
to infer their orientation in the flow cell. This is achieved by 
optimizing the orientation of a simulated cuboid, with the 
target of matching its projections to those observed in the real 
images. Using this procedure, which is described in detail in 
the Supporting Information, a distribution of orientations is 
obtained for each particle population. To analyze such distri-
butions, two physically meaningful angles are extracted from 
each orientation, namely θ and φ, which describe particle align-
ment with respect to the flow direction (Figure 4). θ is defined 
as the angle between the flow direction and the vector normal 

Figure 4. Distributions of θ and φ normalized with respect to uniformly 
random orientation distribution. Panel (a) shows the distribution obtained 
from images of the particles with size 202 × 102 × 32 µm, panel (b) of 
particles with size 101 × 101 × 31 µm, and panel (c) of particles with size 
306 × 110 × 106 µm. Panel (a) additionally contains examples of cuboids 
aligned with different combinations of θ and φ (dotted boxes), with their 
position in the (θ − φ) plane marked accordingly (blue dots). In the afore-
mentioned examples, the gray arrows represents the flow direction, while 
the black arrows represent the vectors normal to the the smallest and 
largest face of the particle, from which the angles are measured.

Small Methods 2023, 7, 2201018
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to the smallest face of the particle, that is, the face spanned by 
L2 and L3. φ is defined as the angle between the flow direction 
and the vector normal to the largest face of the particle, that 
is, the face spanned by L1 and L2. Due to the symmetry of the 
cuboids, there are three pairs of faces. For both angles θ and φ, 
the face leading to a smaller angle is chosen. This implies that 
0° < θ < 90° and, for a given θ, 90° − θ < φ < 90°. The angle θ 
sets a boundary to the values of φ that can be reached because 
the vectors normal to the faces of a cuboid are perpendicular 
to each other. Therefore, fixing one of the normal vectors con-
strains the direction of the other two.

The probability density functions of these two angles for 
three exemplary particle populations are shown in panels 
(a–c) of Figure  4. The remaining set of distributions is pro-
vided in the Supporting Information. It can be shown that a 
uniform distribution of orientations in the 3D space does not 
lead to a uniform distribution of θ and φ. Hence, to enable an 
immediate comparison against the random orientation case, 
the distributions obtained experimentally have to be normal-
ized by the distribution of θ and φ corresponding to uni-
formly distributed orientations, which is derived in the Sup-
porting Information. The resulting quantity is here referred 
to as the probability ratio. Combinations of angles having a 
probability ratio greater than 1 are more likely compared to 
the random case, while the opposite holds for a probability  
ratio <1.

It is evident from Figure 4 that the particle shape affects the 
orientation distribution. Panel (b) shows that flat cuboids with 
L1 = L2 > L3 preferentially align with the vector normal to their 
largest face perpendicular to the flow (φ ≈ 90°), while seemingly 
having no preference in θ. Panel (c) shows that cuboids with 
L1 > L2 = L3 preferentially align with the vector normal to their 
smallest face parallel the flow (θ ≈ 0°), while seemingly having 
no preference in φ. Finally, in panel (a), it can be observed that 
cuboids with three different characteristic lengths exhibit a 
combination of the previously described preferential orienta-
tions, that is, θ ≈ 0° and φ ≈ 90°.

Considering the orientation distributions of all particle 
populations (Supporting Information), we report that the 
alignment becomes more biased compared to the random ori-
entation case at higher aspect ratios. In particular, the results 
suggest that more elongated particles preferentially orient 
themselves with their major axis parallel to the direction of 
fluid flow, which matches previous works.[41,44,48] Flatter parti-
cles however tend to align with their largest face parallel to the 
flow. Thus, the alignment of elongated particles can be largely 
described by θ alone, while the alignment of flat particles is 
majorly related to φ. Particles that are both flattened and elon-
gated exhibit preferential orientation based on a combination 
of both angles.

The results presented above, and obtained under lam-
inar flow conditions (Re ≈ 300), are consistent with findings 
reported in the literature.[44,49–51] Given the relevance of the 
topic, which has been the object of extensive investigation 
both numerically and experimentally,[41,43,44,48,51–54] the method 
presented in this contribution can be potentially useful to 
a broad end-user group, specifically in the computational 
fluid dynamics community, to conduct systematic studies on 
particle-laden flows.

4. Conclusions

Based on the experimental findings discussed herein, the out-
comes of this work can be summarized as follows:

a) Cuboidal particles have been fabricated through photolithog-
raphy and used as monodisperse analytical standards, thus 
enabling the validation of a particle size and shape measure-
ment technique based on multiprojection imaging coupled 
with a machine learning model. Thanks to its accuracy and 
flexibility, the proposed fabrication technique is a valuable 
tool for producing particles of controlled sizes and shapes, 
which will be of high interest in the particle technology space.

b) Multiprojection imaging coupled with machine learning 
yields accurate estimates of the three characteristic lengths of 
ensembles of cuboidal particles. Further, in contrast to other 
sizing techniques, it is able to perform measurements in real-
time and in flow. The quality of the measurements highlights 
the reliability of the measurement technique, and is indicat-
ed by the low measurement error and its standard deviation, 
which are both of the order of 10  µm for all three character-
istic lengths and all the populations considered here.

c) The set of images collected during analysis can be used to 
obtain an estimate of the particles’ orientation in the flow, 
providing a potentially useful experimental technique to sup-
port computational results obtained from multiphase fluid 
dynamics simulations.
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