Homogeneous freezing of water droplets for different volumes and cooling rates†
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To understand the crystallization of aqueous solutions in the atmosphere, biological specimens, or pharmaceutical formulations, the rate at which ice nucleates from pure liquid water must be quantified. There is still an orders-of-magnitude spread in the homogeneous nucleation rate of water measured using different instruments, with the most important source of uncertainty being that of the measured temperature. Microfluidic platforms can generate hundreds to thousands of monodisperse water-in-oil droplets, unachievable by most other techniques. However, most microfluidic devices previously used to quantify homogeneous ice nucleation rates have reported high temperature uncertainties, between ±0.3 and ±0.7 K. We use the recently developed Microfluidic Ice Nuclei Counter Zurich (MINCZ) to observe the freezing of spherical water droplets with two diameters (75 and 100 μm) at two cooling rates (1 and 0.1 K min⁻¹). By varying both droplet volume and cooling rate, we were able to probe a temperature range of 236.5–239.3 K with an accuracy of ±0.2 K, providing reliable data where previously determined nucleation rates suffered from large uncertainties and inconsistencies, especially at temperatures above 238 K. From these data and from Monte Carlo simulations, we demonstrate the importance of obtaining a sufficiently large dataset so that underlying nucleation rates are not overestimated at higher temperatures. Finally, we obtain new parameters for a previous parameterisation by fitting to our newly measured nucleation rates, enabling its use in applications where ice formation needs to be predicted.

1. Introduction

The melting point of pure, bulk water at atmospheric pressure is 273.15 K (0 °C). This point is given by the thermodynamic requirement for the equality of chemical potentials between the solid and liquid phases at constant temperature and pressure. At atmospheric pressure and temperatures below 273.15 K, ice is the thermodynamically preferred state. However, a free energy barrier must be overcome for an ice phase to emerge out of liquid water. It is the presence of this barrier that renders the liquid phase metastable and inhibits freezing even well below 273.15 K. A liquid in such a metastable state and below its melting point is termed supercooled. As temperature decreases and supercooling increases, the magnitude of the free energy barrier decreases, and the formation of the ice phase becomes statistically more likely. This statistical likelihood is quantified by the homogeneous nucleation rate, which describes how many nucleation events are expected to occur per unit of liquid volume per unit time.

Quantifying the nucleation rate of water is important in applications where ice nucleation is to be controlled or predicted. Controlling ice formation and/or growth is a concern in cryobiology, pharmaceutical science, materials science, food preservation, agriculture, and construction. In the atmosphere, predicting ice formation is important to determine the radiative balance of the Earth and the amount and frequency of continental precipitation. Increasing the concentration of a soluble additive such as salt reduces water activity and lowers the freezing temperature of the aqueous solution (e.g., Koop et al.⁷). On the other hand, some soluble (e.g., macromolecules) and insoluble substances (e.g., mineral dust) are known to promote ice nucleation at temperatures greater than those observed for pure water. In this case, the process is known as heterogeneous nucleation, since ice formation is catalysed by the presence of a substance other than water. As the volume of water decreases, however, it becomes more likely that there are no ice-promoting impurities in the water, rendering homogeneous nucleation the only pathway to ice. Micrometer-sized droplets found in the atmosphere, therefore, lack heterogeneous nucleation sites. In other applications where water is rarely devoid of ice-promoting impurities, the
nucleation rate of pure water must be quantified before the magnitude of an additive’s effect can be ascertained.

Despite the importance of ice nucleation across disciplines, the precise thermodynamic and kinetic contributions to its formation remain elusive, in part because experimental measurements have yielded nucleation rates that vary by orders of magnitude.\(^{3,20,21}\) As stated by Ickes et al.,\(^7\) reducing the spread in measured nucleation rates would help to better constrain the thermodynamic and kinetic parameters used in classical nucleation theory (CNT) to describe homogeneous nucleation; in particular, there is a necessity for better experimental control and uncertainty estimation of temperature, droplet volume, and time. It has been shown that temperature uncertainty is the largest contributing factor to the spread in reported nucleation rates.\(^{22}\) Cold stage instruments and differential scanning calorimeters are typically associated with an accuracy in temperature near ±0.5 K.\(^3\) While the studies performed with an electrodynamic balance are able to detect temperature changes with a resolution of ±0.025 K, they estimate a factor-of-ten lower accuracy of ±0.25 K for droplet temperature.\(^{23}\) The accuracy of droplet temperature is compromised because thermocouples are placed at a distance from the droplets, and there may be a difference in temperature between the thermocouple and droplet location.\(^{24}\) Moreover, because droplets continuously evaporate (e.g., Krämer et al.\(^{24}\) and Stöckel et al.\(^{25}\)), the droplet temperature is actually lower than the ambient temperature measured by the thermocouple; the estimation of this difference in temperature introduces an additional source of uncertainty to the accuracy of reported measurements.

Microfluidic devices represent a promising alternative for investigating nucleation rates. They allow the precise control of fluid flow through μm-sized channels to robustly generate monodisperse populations of water-in-oil droplets that can be used in a variety of applications.\(^{25-27}\) However, microfluidic platforms previously developed for studying ice formation have used cold stages to control temperature,\(^{28-30}\) with uncertainties in temperature remaining between ±0.3 K and ±0.7 K (as summarized by Tarn et al.\(^{21}\)). Additionally, these instruments have typically been used to investigate only a narrow range of temperatures (the difference between minimum and maximum temperature ranging from 1 K\(^{28}\) to 1.8 K\(^{21,31}\)). As a result of their temperature uncertainties, nucleation rates for the homogeneous freezing of water obtained using microfluidically-produced droplets on cold stages span orders of magnitude. To improve temperature accuracy, we recently developed and validated the Microfluidic Ice Nuclei Counter Zurich (MINCZ),\(^{32}\) which uses an ethanol bath to improve temperature equilibration, and thermocouples are placed in the same vicinity as the droplets (described in detail in Section 2.1).

As highlighted by Tarn et al.,\(^{21}\) there is a lack of dedicated studies that use microfluidic platforms to measure the homogeneous nucleation rate of water with accuracy and precision. Herbert et al.\(^ {33}\) further emphasised the lack of experimental data and consensus on the homogeneous nucleation rate of water specifically at temperatures greater than 238 K, citing the necessity of such data as inputs to climate and weather models. The goal of this study is to close this knowledge gap by providing an accurate and precise dataset over a wider temperature range using a single instrument: MINCZ.\(^ {23}\) To widen the temperature range, we determine the nucleation rate of spherical water-in-oil droplets having diameters of 75 μm and 100 μm at two cooling rates (0.1 and 1 K min\(^ {−1}\)). We evaluate previous measurements within their temperature uncertainties and constrain the nucleation rate across a range of 2.8 K from 236.5 K to 239.3 K that was previously characterised by discontinuous clusters of data from separate instruments. Additionally, we perform Monte Carlo simulations of droplets freezing in MINCZ to investigate the effect of droplet number on extracting the underlying nucleation rates that govern freezing behaviour. We use the insights gleaned from the Monte Carlo simulations to interpret our experimental results by combining independent experiments into a cumulative frozen fraction before calculating nucleation rates.

2. Methods

2.1. Experimental materials and methods

We employed the Microfluidic Ice Nuclei Counter Zurich (MINCZ), presented and described by Isenrich et al.\(^ {32}\) A microfluidic device with a channel geometry previously reported in Isenrich et al.\(^ {32}\) was used to generate spherical droplets with an average diameter of 75 μm. A new channel geometry was used to generate droplets having an average diameter of 100 μm, featuring different channel heights for droplet generation and droplet imaging (see ESI† for details). Microchannel circuits were drawn in AutoCAD\(^ {®}\) (Autodesk, San Rafael, USA) and patterned onto an SU-8 (Microchem Corporation, Westborough, USA) coated silicon wafer (10 mm diameter, 525 μm thickness, (100) orientation, Siegert Wafer GmbH, Germany) using a mask aligner (UV-KUB3, Kloe, France) to align the two layers of different heights. Polydimethylsiloxane (PDMS) microfluidic devices with this design were fabricated using standard procedures, as outlined by Isenrich et al.\(^ {32}\)

For all experiments, we used ultrapure water (molecular biology reagent grade, 0.1 μm filtered, Sigma-Aldrich, USA). Water-in-oil emulsions were stabilised by a fluorosurfactant (1% v/v 008-FluoroSurfactant (RAN Biotechnologies, USA)) in fluorinated HFE-7500 oil (3M™ Novac™ 7500, Interellec Electronics AG, Switzerland). The produced droplets left the chip from the outlet and flowed into a 50 cm length of high-purity perfluoralkoxy alkane (PFA) tubing (360 μm OD, 75 μm or 100 μm ID, IDEX Health & Science LLC, USA), which was wrapped onto a polyether ether ketone (PEEK) holder. Three glass syringes (1 mL, Hamilton\(^ {11}\) syringe, Sigma-Aldrich) were each placed in a syringe pump (Aladdin AL1000-220Z, World Precision Instruments, USA) to control the flow rates of water, surfactant solution, and HFE-7500 spacer oil. Details of fluid flowrates used to obtain each individual population of droplets and the corresponding mean droplet diameters are included in the ESI†. Identification of potential variation in droplet diameter is limited by a measurement uncertainty of 5 μm. Within one droplet population, the
droplet diameter varied within less than this measurement uncertainty.

As described by Isenrich et al., the PFA tubing containing the droplets was immersed in an ethanol bath for cooling. The ethanol bath was cooled by a Peltier element (PKE 128A 0020 HR 150, Peltron GmbH, Germany) placed on an aluminium block through which heat was dissipated by an aqueous 55% v/v ethylene glycol (98% technical grade, Sigma-Aldrich, USA) solution circulated by a chiller (Huber KISS K6, Huber Kältemaschinenbau AG, Germany). Thermal paste ensured good contact and heat transfer between the aluminium block and the Peltier element. The Peltier element was driven by a power supply through a proportional controller implemented in Python. The Python-based interface allowed the user to prescribe a cooling rate and temperature range for each experiment. For experiments conducted at a rate of 1 K min$^{-1}$, the droplets were equilibrated to a temperature of approximately 248 K before controlled cooling was initiated; for experiments at a rate of 0.1 K min$^{-1}$, the equilibration temperature was approximately 243 K.

Two K-type thermocouples (0.5 mm OD, RS Components GmbH, Germany, and TC Direct, Germany) approximately 12 mm apart (see Fig. B1, ESI†) measured the temperature in the same plane as the droplets. The standard deviation of three measurements of the melting points of mercury and water with each thermocouple was 0.1 K. Over all the constant cooling rate experiments completed in the validation of our instrument and herein, the difference in the temperatures measured by the two thermocouples was 0.03 K with a standard deviation of 0.16 K.

2.2. Monte Carlo simulations

Homogeneous nucleation is described statistically as a Poisson process, so a droplet with volume $V_{\text{d}}$ exposed to a temperature $T$ for a duration $\Delta t$ will have the following probability of freezing:

$$ P = 1 - \exp(-J_{\text{f}}(T)V_{\text{d}}\Delta t), $$

where we calculated $J_{\text{f}}$ with the parameterisation recommended by Ickes et al. Implemented in Python, each simulation was initialized by assigning a diameter to each droplet. A random number between 0 and 1 was generated from a uniform distribution for each droplet in the simulation, the value of which was compared to the probability of freezing for that droplet size. If the random number was less than or equal to $P$, then the droplet froze in the simulation; if the random number was greater than $P$, the droplet remained unfrozen. The number of unfrozen droplets was thus gradually depleted until the frozen fraction reached unity. The inputs to our simulations include: the initial number of unfrozen droplets ($n$), droplet volume, and $\Delta t$ (3 s when cooling at 1 K min$^{-1}$ and 30 s when cooling at 0.1 K min$^{-1}$), and we select these variables to have the same values as those that were investigated in each experiment. Droplet volume and $\Delta t$ are directly inserted into eqn (1) to calculate the probability of freezing for each unfrozen droplet.

3. Results and discussion

Using the MINCZ setup, we performed experiments to investigate the homogeneous nucleation of water-in-oil droplets with two distinct volumes. Fig. 1 shows the frozen fraction of droplets as a function of temperature for each population of droplets with mean droplet diameters of approximately (a) 75 $\mu$m and (b) 100 $\mu$m (see Table A1 in the ESI† for a summary of mean droplet diameters for each population). The frozen fraction is defined as $f = n_{\text{frozen}}/n$, where $n_{\text{frozen}}$ is the number of frozen droplets and $n$ is the total number of droplets in an experiment. We performed experiments on three independent droplet populations with cooling rates of 0.1 K min$^{-1}$ (labelled i, ii, and iii) and 1 K min$^{-1}$ (labelled a, b, and c). Experimental data for the cooling of 75 $\mu$m droplets at 1 K min$^{-1}$ (Fig. 1(a); labelled a, b, and c) are from the previous validation of the MINCZ setup.† We also performed refreeze experiments in MINCZ, where we thawed droplets that were frozen at 0.1 K min$^{-1}$ and cooled them again at a rate of 1 K min$^{-1}$ (labelled i, ii, and iii in Fig. 1). When analysing the refreeze experiments, droplets that had fused over the course of the thaw-cool process were excluded from further analysis, since the nucleation temperature would otherwise be skewed towards higher temperatures due to the increase in the droplet volume of these fused droplets.

As expected, when droplets were cooled at the lower cooling rate of 0.1 K min$^{-1}$, freezing was observed at higher temperatures because more time was spent at each temperature interval, thus increasing the probability of ice nucleation. When the diameter of the spherical droplets increased from 75 $\mu$m to 100 $\mu$m, we also observed a shift of freezing to higher temperatures. This is also expected because a larger volume increases the statistical
likelihood of an ice embryo forming and allowing a phase transition to occur. All populations of droplets of the same diameter cooled at 1 K min$^{-1}$, whether frozen immediately (a, b, and c) or refrozen (r-i, r-ii, and r-iii), froze reproducibly in the same temperature range within the accuracy of our temperature measurements. This means that, in future experiments, it would be sufficient to subject the same droplet population to different cooling rates rather than generate new droplet populations for each cooling rate of interest. It is interesting to note that the spread in nucleation temperature between experiments completed at 1 K min$^{-1}$ is wider than the spread between experiments completed at 0.1 K min$^{-1}$. This could be explained by the fact that the higher cooling rate induces a larger temperature gradient between the top and bottom of the ethanol bath, as energy is withdrawn at a higher rate by the Peltier element. As a result of the larger temperature gradient, small variations in the exact vertical position of the thermocouple tips could lead to slight offsets in measured temperature. With a lower cooling rate, this dynamic effect can be minimized, and measurement variability may decrease.

From the frozen fractions of droplets, the nucleation rate can be calculated, which describes the number of nucleation events per unit volume per unit time and is thus independent of droplet size and cooling rate. The homogeneous nucleation rate, $J_V$, can be calculated as a function of temperature using: \[ J_V(T_2) = \frac{1}{V_d(t_2 - t_1)} \ln \left( \frac{1 - f_2}{1 - f_1} \right), \] (2)

where $t_2 - t_1$ is the time elapsed between two images being saved (3 s when cooled at 1 K min$^{-1}$ and 30 s when cooled at 0.1 K min$^{-1}$, corresponding to a temperature interval of 0.05 K), $T_2$ is the temperature at time $t_2$, $f_1$ and $f_2$ are the frozen fractions at times $t_1$ and $t_2$, respectively, and $V_d$ is the droplet volume calculated for a spherical droplet using the average diameter for each population (as listed in Table A1, ESI†). Eqn (2) is obtained.

![Fig. 1](image-url) Frozen fraction of droplets as a function of temperature for two droplet diameters, (a) ~75 μm and (b) ~100 μm, at two different cooling rates (0.1 K min$^{-1}$ and 1.0 K min$^{-1}$). Three independent droplet populations were cooled at 0.1 K min$^{-1}$ (labelled as i, ii, iii), which were subsequently thawed and refrozen at 1.0 K min$^{-1}$ (labelled as r-i, r-ii, and r-iii). Three other independent droplet populations were cooled at 1.0 K min$^{-1}$ (labelled as a, b, c); results for the 75 μm droplets at a cooling rate of 1.0 K min$^{-1}$ were obtained from Isenrich et al. Boxplots show the median freezing temperature (center line), interquartile range (box extending between the 25th and 75th percentiles), the maximum and minimum temperature range (whiskers), and outliers (open circles). The temperature accuracy is estimated to be ±0.2 K.
by rearranging eqn (1) after substituting the probability of freezing with the frozen fraction (number of frozen droplets divided by the initial number of unfrozen droplets at time $t_1$).

Before analysing our experimental nucleation rates, we present and interpret Monte Carlo simulations of droplets freezing with our experimental parameters of droplet number, droplet diameter, cooling rate, and number of experiments. In this way, it is possible to better understand the contributions of experimental uncertainties and the inherent stochasticity of nucleation to the observed scatter in experimental nucleation rates. Assuming that the underlying nucleation rate is that recommended by Ickes et al.$^3$ (see details of this parameterisation summarized in the ESI,$^†$ Section C), we simulate a frozen fraction for each experiment using eqn (1), and we calculate the nucleation rate as a function of temperature from each frozen fraction using eqn (2), summarized in Fig. 2(a). The scatter in the simulated nucleation rates is wider at the warmer temperatures, and there is a bias towards higher nucleation rates compared to the underlying nucleation rate (shown by the dashed line in Fig. 2(a)). To assess the impact of this bias on fitting parameters obtained from this simulated data, we refit the Ickes et al.$^3$ parameterisation to the simulated nucleation rates by choosing the interfacial tension of ice–water to be a free variable, because it is a poorly constrained parameter at these supercooled temperatures.$^3$ As done by Ickes et al.$^3$, we consider the ice–water interfacial tension, $\sigma_{iw}(T)$, to vary linearly with temperature, i.e.,

$$\sigma_{iw}(T) = \sigma_{iw,0} - \frac{d\sigma_{iw}}{dT}(273.15 \text{ K} - T)$$

(3)

where $\sigma_{iw,0}$ and $d\sigma_{iw}/dT$ are fitting parameters corresponding to the ice–water interfacial tension at a temperature of 273.15 K and the slope with which the interfacial tension changes as a function of temperature, respectively. It is clear that the nucleation rate obtained by fitting to the simulated data of individual experiments (dotted blue line in Fig. 2(a)) overestimates the underlying nucleation rate at warmer temperatures (dashed line). Thus, due to the limited number of droplets in each experiment, $\sigma_{iw,0}$ and $d\sigma_{iw}/dT$ derived from the simulated dataset are both lower than the values given in Ickes et al.$^3$ that were used to create the simulated dataset (see parameters listed in Table 1).

Fig. 2 Nucleation rates calculated using eqn (2) with frozen fractions from: (a) Monte Carlo simulations for each experiment assuming that the underlying nucleation rate is described by the Ickes et al.$^3$ parameterisation (dashed grey line); (b) merging the individual Monte Carlo simulations for each droplet diameter and cooling rate; (c) each individual experiment in Fig. 1; and (d) merging experiments completed for the same droplet diameter and cooling rate. In each panel, the Ickes et al.$^3$ framework (I15) is fit to the illustrated dataset when the ice–water interfacial tension is a free variable with fitting parameters $\sigma_{iw,0}$ and $d\sigma_{iw}/dT$ (dotted and solid lines in blue (to simulate data) and black (to experimental data)), the values of which are summarized in Table 1. In the bottom legend of each panel, “MC” and “exp” stand for Monte Carlo simulations and experimental data, while “i” and “m” correspond to the use of individual and merged frozen fractions, respectively, in obtaining the shown fit. In (d), the shaded grey region around the solid black line represents a temperature accuracy of $\pm 0.2$ K.
Therefore, to reduce this bias, we merge all simulations completed for the same droplet diameter and cooling rate into a single frozen fraction, from which nucleation rates are calculated using eqn (2). The nucleation rates with this approach are shown in Fig. 2[b]. From these nucleation rates, we obtain fitting parameters for eqn (3) within the Ickes et al. parameterisation, while also only considering nucleation rates calculated from frozen fractions greater than 0.01. Merging the frozen fractions and excluding the first 1% of frozen droplets reduces the bias from droplets that nucleate at warmer temperatures, and the underlying nucleation rate is recovered (as shown by the overlap between the solid blue and dashed grey lines in Fig. 2[b] and by the coefficients in Table 1 between parameterisations I15 and I15-MC-m being the same). In the ESI,† we show the simulated effects of Gaussian distributions in droplet diameter and cooling rate (Fig. D1, ESI†), demonstrating that these effects are secondary to the number of droplets considered per frozen fraction.

As shown in Fig. 2[c] and (d), the nucleation rates obtained from experimental observations show a similar pattern between using each individual frozen fraction (Fig. 2[c]) and using merged frozen fractions (Fig. 2[d]). The scatter is reduced, and the fitting parameters for the interfacial tension in Fig. 2[d] indicate a larger value for $\sigma_{iw,0}$ and a steeper temperature dependence ($d\sigma_{iw}/dT$) compared to the fit in Fig. 2[c].

The values of the obtained fitting parameters are similar in magnitude to those in the literature summarized by Ickes et al., where values of $\sigma_{iw,0}$ vary between 23.07 and 32 mJ m$^{-2}$ and $d\sigma_{iw}/dT$ ranges from 0.1 to 0.25 mJ m$^{-2}$ K$^{-1}$ based on experimental data, whereas a narrower range of values is obtained in molecular simulations (when TIP4P-based models of water are used). In the parameterisation recommended by Ickes et al., the suggested values of the fitting parameters are those obtained from molecular simulations by Reinhardt and Doye, where $\sigma_{iw,0} = 30$ mJ m$^{-2}$ and $d\sigma_{iw}/dT = 0.18$ mJ m$^{-2}$ K$^{-1}$.

Where do our measured nucleation rates lie in the context of previous literature? In Fig. 3(a), we compare our fit obtained from MINCZ data to measurements obtained using an electrodynamic balance, an instrument type which is reported to have some of the lowest temperature uncertainties. Our measured nucleation rates are closest to those reported by Stöckel et al., both in absolute magnitude and in the temperature dependence of the nucleation rate. Stöckel et al. noted that their reported temperatures were not identical to the temperatures of the droplets, because their droplets lose energy to the environment via evaporation. They estimated that their droplets were 0.2 K colder than the temperatures measured by the thermocouple in their instrument. Our nucleation rates would be in closer agreement with their results if this offset is considered (we plot the data in Fig. 3(a) as presented in the original paper without offset). The other three datasets obtained using electrodynamic balances, however, suggest higher homogeneous nucleation rates for water. Kranmer et al. estimated that the effect of evaporation on droplet temperature in their instrument was to decrease the temperature by 0.1 K relative to the surrounding air. Accounting for this temperature offset, however, would not explain the discrepancy in nucleation rate compared to data from Stöckel et al. and the data obtained herein. In general, the nucleation rates that have been observed in an electrodynamic balance are limited to temperatures below approximately 238 K, because above these temperatures, the levitated droplet evaporates to a size smaller than can be levitated before nucleation can be observed. In contrast, we were able to investigate nucleation rates over a broader range and above 238 K.

In Fig. 3(b), we place our parameterisation within the context of other microfluidic instruments and arrays of micron-sized droplets. As identified by Koop and Murray, there is a general paucity of nucleation rate data at temperatures greater than 238 K, with only one dataset having been obtained between 2016 and the present day. Using MINCZ to study monodisperse droplets of two diameters with two cooling rates, we were able to obtain nucleation rates that span more than one degree below and above 238 K using one instrument with a high temperature accuracy of ±0.2 K. Below 238 K, our data agree in magnitude with the majority of data within the reported temperature uncertainties (excluding the data of Edd et al. and Weng et al., both of which do not report a temperature uncertainty). Overall, a greater number of droplets per experiment is preferable for reducing scatter in nucleation rate, a result that has been reiterated throughout the nucleation and crystallization literature. The effect of having relatively few droplets per experiment may be responsible for the shallowness of the slope reported by Tarn et al. when fitting the nucleation rate to frozen fraction data from Häusler et al., where only 25 droplets per experiment were investigated.
Fig. 3 compares our version of the Ickes et al.\(^3\) parameterisation (Table 1, I15-exp-m) to the physically constrained parameterisation provided by Koop and Murray.\(^{20}\) A major difference between the two parameterisations is the assumed phase of ice, whether it is hexagonal (Ickes et al.\(^3\)) or a metastable stacking disordered phase (Koop and Murray\(^{20}\)). In Ickes et al.\(^3\), the data used for fitting at temperatures greater than 238 K span five orders of magnitude, while Koop and Murray\(^{20}\) selected a subset of the data used in Ickes et al.\(^3\) based on criteria of minimal uncertainties and good reproducibility within a dataset, thus excluding all data above 238 K.

Our new semi-empirical fit based on data obtained with MINCZ agrees with the Ickes et al.\(^3\) parameterisation within experimental error, but the agreement becomes questionable at temperatures greater than 238 K. Our new data and fit suggest that the Ickes et al.\(^3\) parameterisation (I15) underestimates the homogeneous nucleation rate at temperatures greater than 238 K, which can be traced to a lack of good quality data that could be used to inform a parameterisation at these temperatures. There is broad agreement between our fit (I15-exp-m) and the parameterisation of Koop and Murray\(^{20}\) within the uncertainty of our experimental measurements and the uncertainty in the self-diffusion of water in the parameterisation (illustrated by the blue shaded region in Fig. 3(c)). For the temperatures investigated experimentally, however, the most probable value of the Koop and Murray\(^{20}\) parameterisation (the dash-dotted line) overestimates the homogeneous nucleation rate at temperatures less than 238 K and predicts a steeper slope at temperatures greater than 238 K.

With our newly-obtained data, we demonstrate that the homogeneous nucleation rate may in fact decrease less rapidly as temperature increases than predicted by previous parameterisations. In the atmosphere, this has important consequences, since ice would start to form homogeneously at higher temperatures than previously thought, which would in turn influence cloud evolution and microphysical properties such as ice particle size.

4. Conclusions

Although the homogeneous nucleation rate of ice formation in pure water is of interest across disciplines, previous measurements of its magnitude as a function of temperature vary across several orders of magnitude. This disagreement between measurements obtained using different instruments hinders progress in predicting or controlling ice nucleation in the variety of applications where it is pertinent. Therefore, in this study, we used the Microfluidic Ice Nuclei Counter Zurich (MINCZ) to obtain new data for the homogeneous nucleation rate of water with a high temperature accuracy of ±0.2 K to constrain the homogeneous nucleation rate within less than an order of magnitude over a temperature range of 2.8 K. To investigate a wide temperature range, we generated droplets with two volumes and cooled the droplets at two different rates. Importantly, we obtained data above 238 K, where rates have previously been challenging to access due to instrumental limitations. Nucleation rates were calculated as a function of temperature,
and new parameterisations were obtained from these nucleation rates. To complement our experimental measurements, we performed Monte Carlo simulations of droplets freezing in the MINCZ setup. We showed that the stochasticity of freezing events resulting from the number of droplets in each independent droplet population can artificially flatten the apparent nucleation rate as a function of temperature. This observation justifies the need to merge frozen fractions from simulations or experiments completed for the same droplet diameter and cooling rate to accurately determine the underlying nucleation rate. Our experimental results suggest that nucleation rates may be shallower as a function of temperature for temperatures greater than approximately 238 K than those obtained using recommended parameterisations based on classical nucleation theory from Ickes et al. and Koop and Murray. Practically, this means that ice may be more likely to nucleate at higher temperatures with potential consequences for the various applications where its formation or prevention is important—in the atmosphere, food preservation, and pharmaceutical products, for example.
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